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A WTLS-Based Method for Remote
Sensing Imagery Registration
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Abstract—This paper introduces a weighted total least squares
(WTLS)-based estimator into image registration to deal with the
coordinates of control points (CPs) that are of unequal accuracy.
The performance of the estimator is investigated by means of simu-
lation experiments using different coordinate errors. Comparisons
with ordinary least squares (LS), total LS (TLS), scaled TLS, and
weighted LS estimators are made. A novel adaptive weight deter-
mination scheme is applied to experiments with remotely sensed
images. These illustrate the practicability and effectiveness of the
proposed registration method by collecting CPs with different-
sized errors from multiple reference images with different spatial
resolutions. This paper concludes that the WTLS-based itera-
tively reweighted TLS method achieves a more robust estimation
of model parameters and higher registration accuracy if het-
eroscedastic errors occur in both the coordinates of reference CPs
and target CPs.

Index Terms—Adaptive weight scheme, image registration, un-
equal accuracy, weighted total least squares (WTLS).

I. INTRODUCTION

ACCURATE registration of remotely sensed images is
required in many applications such as land cover/use

change detection and environmental monitoring. Two types of
registration models are distinguished to do so, i.e., physical
models and empirical models [1], [2]. Physical models, such as
collinearity equations, can achieve high positioning accuracy
based on a minimal number of pairs of control points (CPs),
but they require a precise satellite ephemeris. Empirical models
use statistical relations with parameters estimated on the basis
of collected CPs. As the physical parameters and prior sensor
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information cannot be accessed easily, empirical models are
widely used, e.g., polynomial functions, rational functions,
and splines. In particular, polynomial regression models are
commonly applied in image registration.

In a polynomial regression model, the coordinates of refer-
ence CPs (RCPs, i.e., CPs extracted from reference images)
used as explanatory variables are assumed to be error-free,
whereas the errors in the coordinates of target CPs (TCPs, i.e.,
CPs extracted from distorted images) used as response variables
are assumed to be independent and identically distributed. The
coordinates of RCPs, however, are usually not free of errors as
they are mainly obtained from geographic information systems
and remotely sensed images [3], [4]. In this situation, the use
of the ordinary least squares (LS) estimator will result into
the biased estimation of the coefficients of the polynomials
because errors in the RCP coordinates are ignored [4]. In
[4], we introduced a consistent adjusted LS (CALS) estimator
and proposed a relaxed CALS (RCALS) estimator to partly
overcome such a problem.

Recently, the total LS (TLS) estimator [5]–[9] and the scaled
TLS (STLS) estimator [10] have been devised on the basis
of error-in-variables (EIV) modeling to handle the errors in
the explanatory variable data. The assumptions in CALS and
RCALS estimators are partly relaxed. Their basic concept is to
estimate the parameters of the EIV model by minimizing the
orthogonal distance from the measured data of the explanatory
variable and the response variable to the fitted EIV model [5]–
[11]. In [11], we introduced the STLS estimator to correct
the errors contained in the RCPs. However, it is found that
this method is inadequate when it works with real data. A
homoscedastic error structure is required for the STLS esti-
mator with the EIV model, which means that the variances of
the errors in the data of the explanatory variable and of the
response variable are equal [7], [10], [11]. In image registration,
however, the CPs may have varying accuracy values. Their
measured errors commonly have a nonidentical distribution.
For instance, some RCPs are obtained from fine-scale maps and
others from coarse-scale maps. Collecting RCPs from multiple
reference images may lead to RCPs with different accuracy
values. As the measurement errors in the data of the explanatory
variable and the response variable are of different sizes, the
homoscedasticity assumptions in the TLS and STLS estimators
are violated by the real error statistics of RCPs. Therefore,
estimations using the TLS and STLS methods are not reliable.

General robust methods have been successively proposed
to handle heteroscedastic data [12]–[14]. For example, [14]
proposed a novel robust estimation algorithm, i.e., the gener-
alized projection-based M -estimator, which does not require
the user to specify any scale parameters on the application of
robust regression. To deal with heteroscedastic data in the EIV
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model, the weighted TLS (WTLS) estimator was proposed by
Markovsky et al. [15]. In this approach, the different accuracy
values of the explanatory variable and the response variable
are taken into account, and their error structures are relaxed
into a more general relationship. Estimation by this method can
be then done by minimizing the weighted orthogonal distance
[16]. In this way, the WTLS estimator unifies the LS, weighted
LS (WLS) [17], TLS, and STLS estimators, and is thus more
realistic in practical applications. As an application-oriented
method, this estimator has been recently used in various ap-
plications [18]–[21].

The EIV-model-based WTLS method is suited to situations
in which the CPs from remotely sensed imagery are corrupted
by noise with nonidentical probability distributions. Hence, this
paper introduces a WTLS-based iteratively reweighted TLS
(IRTLS) method into remotely sensed imagery registration. The
novelty of the proposed methodology with regard to previously
developed methods [1], [2] is that it can jointly take the
different-sized errors in the RCPs and TCPs into account. The
effect of low-accuracy and high-accuracy CPs on registration
can be distinguished by the weights in the estimator. Further-
more, to guarantee its practicability, a two-sided adaptively
weighting scheme is derived to determine the weights of RCPs
and TCPs during registration. In this way, the limitations of con-
ventional estimators can be overcome, and the robustness and
accuracy of remotely sensed imagery registration is potentially
improved. To show its performance, this paper is illustrated
with a simulation experiment and two experiments on different
types of remote sensing images. During these experiments,
the performance of our IRTLS method is compared with the
common LS, TLS, STLS, and WLS estimators.

II. WTLS ESTIMATOR FOR IMAGE REGISTRATION

The focus of this paper is the measurement errors in RCPs
and TCPs. Let the observed coordinates of an RCP in the
reference image be denoted by g = (gx, gy), and let the ob-
served coordinate of a TCP in the distorted image be denoted
by u = (ux, uy). A second-order polynomial regression model
to explain the true coordinates on the basis of RCPs can be
represented by [22]–[25]

u = vTβ + ε (1)

where β=(βx,βy), βx=(βx0, βx1, βx2, βx3, βx4, βx5)
T , and

βy = (βy0, βy1, βy2, βy3, βy4, βy5)
T are the unknown model

coefficients; v = (1, gx, gy, gxgy, g
2
x, g

2
y)

T ; and ε = (εx, εy) is
the measurement error of the TCP.

For the observed coordinates of RCPs containing measure-
ment errors, the EIV model is introduced to the image reg-
istration [4], [11]. For a second-order linear EIV registration
model, the unobserved “true” coordinates U = (Ux, Uy) and
G = (Gx, Gy) of a TCP and an RCP are related by the fol-
lowing model:

U = V Tβ (2)

where V =(1, Gx, Gy, GxGy, G
2
x, G

2
y)

T . Because of measure-
ment errors ε = (εx, εy) and δ = (δx, δy), we can only observe
u = (ux, uy) and g = (gx, gy), i.e.,{

u = U + μ
v = V + ς

. (3)

Here, ς=(0, δx, δy, δxgy + δygx + δxδy, 2δxgx + δ2x, 2δygy +
δ2y)

T∼ (0,Σς)=(0, σ2
0Pς), μ ≡ ε = (εx, εy) ∼ (0,Σμ)=(0,

σ2
0Pμ), where Σς and Σμ are the covariance matrices of the

errors of CPs, σ2
0 is a variance scalar factor, and Pς and Pμ

are the cofactor matrices. Thus, for n pairs of independently
collected CPs, we write

U ≡

⎡
⎣ U1

...
Un

⎤
⎦ V ≡

⎡
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V T
1
...

V T
n

⎤
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⎡
⎣ g1

...
gn

⎤
⎦

u≡

⎡
⎣ u1

...
un

⎤
⎦ v≡

⎡
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vT1
...
vTn

⎤
⎥⎦ μ≡

⎡
⎣ μ1

...
μn

⎤
⎦ ς≡

⎡
⎢⎣
ςT1
...
ςTn

⎤
⎥⎦

Σμ ≡ diag ([Σμ1
,Σμ2

, . . . ,Σμn
]) = σ2

0Pμ

Pμ ≡ diag ([Pμ1
,Pμ2

, . . . ,Pμn
])

Σς ≡ diag ([Σς1 ,Σς2 , . . . ,Σςn ]) = σ2
0Pς

Pς ≡ diag ([Pς1 ,Pς2 , . . . ,Pςn ])

where diag(·) is a diagonal matrix whose diagonal elements are
contained in a vector. Then, the matrix form of the linear EIV
registration model can be written as{

U = Vβ
u = U+ μ
v = V + ς.

(4)

Let the properties of errors be characterized by[
vec(μ)
vec(ς)

]
∼
([

0
0

]
,

[
Σμ

Σς

])
=

([
0
0

]
, σ2

0

[
Pμ

Pς

])
(5)

where vec(·) denotes the columnwise vectorization of a matrix
[26]. In this model, cofactor matrices Pμ and Pς can be
expressed as Pμ=P0,μ⊗Pε and Pς =P0,ς⊗Pδ , respectively,
where P0,μ and P0,ς are matrices that are proportional to diago-
nal matrices whose diagonal elements are the variances of each
dimension in explanatory variable v and response variable u,
respectively; ⊗ is the Kronecker product; and Pε=diag([pε1 ,
pε2 , . . . , pεn ]) and Pδ = diag([pδ1 , pδ2 , . . . , pδn ]) are the co-
factor matrices of covariance matrices Σε=σ2

0Pε=diag([σ2
ε1
,

σ2
ε2
, . . . , σ2

εn
]) and Σδ = σ2

0Pδ = diag([σ2
δ1
, σ2

δ2
, . . . , σ2

δn
]),

respectively. According to the polynomial structure and
variance–covariance propagation law [22], we have P0,μ ∝
diag([σ2

δx
, σ2

δy
]) and P0,ς ∝ diag([0, σ2

δx
, σ2

δy
, g2xσ

2
δy

+ g2yσ
2
δx
,

4g2xσ
2
δx
, 4g2yσ

2
δy
]). Therefore, we set P0,ς ≈ diag([0, 1, 1,mean

(g2
x+g2

y),mean(4g2
x),mean(4g2

y)]) and P0,μ≈diag([1, 1]) as
approximations, where mean(·) denotes the mean value of a vec-
tor, gx=(gx1

, gx2
, . . . , gxn

)T , and gy=(gy1
, gy2

, . . . , gyn
)T .

The linear EIV model (4) is equivalent to the polynomial
regression model if Σς = 0 [27]–[30]. In the homoscedas-
tic case of (4), it is assumed that Pε = I and that Pδ = I.
Under these assumptions, the EIV-based TLS [5]–[9] and STLS
estimators [10], [11] can provide consistent estimations of the
unknown parameters, i.e., the estimations converge to the true
values as the number of samples tends to infinity. The LS
estimator, however, is inconsistent and asymptotically biased
if errors exist in both the response and explanatory variables.
In the registration, the size of measurement errors δ in the
coordinates of RCPs g used as an explanatory variable may
differ owing to human errors, instrumental errors, and other
reasons. Additionally, the error ε in the coordinates of response
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variable u may also vary owing to observation errors. There-
fore, the assumptions underlying the use of the TLS and STLS
estimators are violated.

To deal with these problems of varying accuracy values, the
WTLS estimator was introduced by Markovsky et al. [15].
This estimator assumes that the error structure differs at each
data point, irrespective of response variable u or explanatory
variable g. Their relative sizes are determined by covariance
matrices Σε and Σδ . That is, cofactor matrices Pε and Pδ

are used to characterize the accuracy of the data for both
explanatory variable g and response variable u. The optimal
weight matrices for this estimator are defined as{

Wε = P−1
ε = σ2

0Σ
−1
ε = diag ([wε1 , wε2 , . . . , wεn ])

Wδ = P−1
δ = σ2

0Σ
−1
δ = diag ([wδ1 , wδ2 , . . . , wδn ])

(6)

where wεi = σ2
0/σ

2
εi

, wδi = σ2
0/σ

2
δi

, i = 1, . . . , n. Then, with
the pairs of coordinates [u,g] and weight matrices Wε and
Wδ , the objective of the WTLS estimator is written as

min
β̂WTLS

QWTLS(β̂WTLS)

= vec(μ)TW−1
μ vec(μ) + vec(ς)TW−1

ς vec(ς) (7)

where Wμ=W0,μ⊗Wε, Wς =W0,ς⊗Wδ , W0,μ = P−1
0,μ,

and W0,ς =P−1
0,ς . Once the minimal QWTLS(β̂WTLS) is found,

its solution β̂WTLS=(β̂x,WTLS, β̂y,WTLS) is called the WTLS
solution of the EIV model [15].

Unlike the LS and WLS estimators, the WTLS estimator has
no analytic closed-form solution in the general case, and nu-
merical iterative optimization methods are therefore employed
to find the solution. This problem is discussed in more detail
in [15], and [31]–[33]. To guarantee convergence to the global
solution, the solution in this paper is solved using the iterative
algorithm in [32]. For a comprehensive introduction to the
WTLS theory, algorithms, and some of its applications, we refer
to the work in [31].

III. EXPERIMENTS WITH SIMULATION IMAGES

In the remainder of this paper, we apply the WTLS estimator
to improve the accuracy and robustness of image registration.
Using images and errors with simple but well-defined prop-
erties is helpful to better understand the characteristics and
effects of the proposed methodology on the improvement of
the registration. Therefore, a simulation experiment is designed
to investigate the performance of the WTLS method. This
adjustable experiment environment is convenient to control the
model parameters and the environment settings.

A. Design of Simulation Experiments

1) Preparation of Images for Experiments: A 1200 × 1200-
pixel thematic raster map with three classes in equal proportions
is simulated as the reference image. The pixel values of the
three classes are set at 0, 51, and 128, respectively, as shown
in Fig. 1. The spatial resolutions of the three bands are assumed
to be SRref = 1 m.

The corresponding distorted image is artificially generated
from the reference image by resampling, introducing a system
distortion, and introducing random location errors [11]. As
shown in Fig. 2(a), the resampled reference image of 400 ×

Fig. 1. Simulated reference image and the arrangement of RCPs and RVPs.

400 pixels and SRcor = 3 m spatial resolution is resampled
from Fig. 1. Fig. 2(b) shows the deterministic warping result
obtained by applying the quadratic polynomial transformations
with coefficient vectors βx = (50, 0.99,−0.1, 3e− 5, 3e− 5,
−3e− 5)T andβy=(50, 0.1, 0.99, 3e− 5,−3e− 5, 3e− 5)T .
Other distortions could be also applied to introduce a system
distortion in this simulation, such as affine transformations
or perspective transformations [34]. After obtaining Fig. 2(b),
random location errors are introduced to the coordinates of
each point in the images. The scheme for adding errors will
be detailed in the following section. Finally, resampling is used
to reconstruct the new image with a random error distortion as
the distorted image. We refer to [11] for further details of the
artificially generated images.

2) Adding Errors in CPs and Determining Weights: The
RCPs with coordinates G = (Gx, Gy) evenly obtained from
a reference image are taken as error-free RCPs, as shown in
Fig. 1. To test the ability of the WTLS estimators to rectify
deviation, we add random errors to the RCPs according to the
following scheme:{

gx = Gx + δx = Gx + σδx × rn × SR_ref
gy = Gy + δy = Gy + σδy × rn × SR_ref (8)

where rn denotes a random number generated from the
standard normal distribution N(0, 1). Thus, the errors of the
RCPs in the x and y directions conform to normal distributions
N(0, σ2

δx
) and N(0, σ2

δy
), respectively. The standard deviations

in each direction σδx and σδy are determined by σδ and θδ ,
respectively, i.e., {

σδx = σδ × cos(θδ)
σδy = σδ × sin(θδ)

(9)

where σδ and θδ are generated using the uniform random
number ru at interval [0, 1], i.e.,{

σδ = σδ,max × ru ∼ U [0, σδ,max]
θδ = 2π × ru ∼ U [0, 2π].

(10)

In (10), U [a, b] denotes the uniform distribution of interval
[a, b]. The randomly varying angle parameter θδ guarantees
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Fig. 2. Resampled reference image and distorted image. (a) Resampled reference image. (b) System-distorted image.

TABLE I
ONE REALIZATION OF SIMULATED DATA OF THE CPS AND VPS (UNIT: METERS)

that the directions of errors are random, whereas the maximal
standard deviation of σδ,max = 0.5 pixel limits the errors at
points G = (Gx, Gy). Similarly, using a maximal standard
deviation σε,max = 1 pixel, we can implement the addition of
random errors in the error-free TCPs U = (Ux, Uy) and obtain
the error-added TCPs u = (ux, uy).

According to the optimal weights in the WTLS estimator,
the weights of the error-added pairs of CPs u = (ux, uy) and
g = (gx, gy) are calculated, respectively, as{

wε =
[
σ2
0/σ

2
ε

]
normalized

wδ =
[
σ2
0/σ

2
δ

]
normalized

(11)

where the variance scalar equals σ2
0 = 1 in our study. Table I

presents two examples of CPs and validation points (VPs, i.e.,
the points are not involved in the estimation process and are
used to verify the outcomes of estimations) in one realization
using the spatial relationship of the data, including the observed
(i.e., error-added) data, the true (i.e., error-free) data, the errors,
the standard deviations, and the normalized weights of the ex-

planatory and response variables. This example illustrates how
to create simulated x and y coordinates and how to determine
weights with the artificial added random errors.

3) Model Estimation and Image Registration: After collect-
ing the pairs of points u and g, we centralize these error-
added data and their corresponding weights Wε = diag([wε1 ,
wε2 , . . . , wεn ]) and Wδ=diag([wδ1 , wδ1 , . . . , wδ1 ]), and then,
we enter them into the EIV registration model to estimate model
coefficients β̂ = (β̂x, β̂y). Performances are compared after
model estimation, and the corresponding registered images can
be obtained by employing correcting technologies.

4) Accuracy Assessment: In the experiment, two aspects of
assessments are adopted to quantitatively evaluate the perfor-
mances of registration, i.e., coefficient estimation and registra-
tion errors.

a) Coefficient estimations: We compare coefficient esti-
mates β̂ in terms of their variance, bias, and MSE. These
quantities can, respectively, assess the precision, accuracy, and
robustness of the estimations [11].
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Fig. 3. Distribution of RVPs in the simulation experiment.

b) Registration errors: In addition to directly comparing
the coefficient estimation, the root MSE (RMSE) metric of the
VPs is commonly used during image registration. Fig. 3 shows a
distribution of 32 VPs with a stratified simple random sampling.
The errors in both the x and y directions δ̂ = (δ̂x, δ̂y) at these
VPs are used to calculate the RMSE as follows:

RMSE =

√√√√ 1

n

n∑
i=1

(RSEi)2 (12)

where

RSE =
√
δ̂2x + δ̂2y =

√
(ĝx −Gx)2 + (ĝy −Gy)2 (13)

denotes the root square error (RSE) of each VP, and (ĝx, ĝy)
is the estimated coordinates of the reference VPs (RVPs) G =
(Gx, Gy). Low RMSE values correspond with a precise reg-
istration. Another metric of accuracy assessments to estimate
errors in the entire image is the spatial mean error (SME) [35],
[36], i.e.,

SME =
1

n

H∑
h=1

nhSMEh (14)

where H is the number of strata, n is the number of VP pairs in
the image, nh is number of VPs in stratum h, and

SMEh =
1

nh

nh∑
i=1

RSEh, i (15)

is the mean RSE of the VPs in stratum h.
According to the sampling of VPs in Fig. 3, the parameters in

(14) are equal to H = 16, nh = 2, and n = 32. In addition, the
spatial variance (SV) of the estimated SME can be examined,
without bias, as

SV =
H∑

h=1

(nh

n

)2

SVh + (SME2)− (SME)2 (16)

where SVh is the estimated SV of SMEh, i.e.,

SVh =
1

nh(nh − 1)

nh∑
i=1

(RSEh,i − SMEh)
2 (17)

SME2 1

n

H∑
h=1

nhSME2
h =

1

n

H∑
h=1

nh∑
i=1

(RSEh,i)
2. (18)

The SV is an important metric to assess the performance of
the registration for remotely sensed images. Note that low SV
values correspond with more uniform registration errors in the
corrected image.

B. Results of Simulation Experiments

This section presents the simulation results to demonstrate
the performance of the proposed method. By employing the
setups in Section III-A, comparisons are made between the
performances of the LS, WLS, TLS, STLS, and WTLS esti-
mators, which are based on Monte Carlo simulations. Monte
Carlo simulations explicitly represent uncertainties by specify-
ing inputs as probability distributions [37]. To obtain a reliable
estimation result, 10 000 Monte Carlo simulations for error
addition and weight determination are carried out by generating
random numbers from a specified probability distribution. Two
problems are investigated in these simulations. First, we com-
pare the performances of the unweighted estimators of the LS,
TLS, and STLS methods, and the weighted estimators of the
WLS and WTLS methods in estimating the model coefficients.
Second, the simulation study demonstrates the difference in the
registration errors of these estimators.

1) Coefficient Estimation Analysis: Table II presents the
mean values and standard deviations of the coefficient esti-
mations from the Monte Carlo simulations. Fig. 4 shows the
variance, bias, and MSE of the estimated coefficient vectors β̂x

and β̂y using different estimators. Table II and Fig. 4 illustrate
the following.

The variances obtained with the WTLS estimation are equal
to 0.1837 and 0.1905 m2 in the x and y directions, respectively,
whereas the variances of the other estimations are all above
0.6 m2. This indicates that the WTLS estimator is more robust
in estimating model parameters. Apparently, the variances of
the LS, TLS, and STLS estimators are fairly close to each
other. In addition, we find that the variances in the x and
y directions of the WLS coefficient estimation (0.6557 and
0.6380 m2, respectively) are slightly larger than those obtained
by LS (0.6034 and 0.6290 m2, respectively), TLS (0.6038 and
0.6292 m2, respectively), and STLS (0.6036 and 0.6291 m2,
respectively). This suggests that the one-sided weighted scheme
of the WLS approach could not guarantee the robustness of
parameter estimation when both the coordinates of the RCPs
and the TCPs contain errors with different sizes.

The bias in the WTLS estimates is equal to 0.0008 and
0.0034 m in the x and y directions, respectively. These values
are smaller than those from the other estimators. The reason is
that the LS and WLS estimators are inconsistent and asymp-
totically biased if the RCP coordinates contain errors, whereas
the TLS and STLS estimators assume that the errors obey a ho-
moscedastic structure. Unfortunately, if there are points in the
data set whose errors follow different probability distributions,



WU et al.: WTLS-BASED METHOD FOR REMOTE SENSING IMAGERY REGISTRATION 107

TABLE II
STATISTICAL RESULTS OF THE COEFFICIENT ESTIMATION FROM 10 000 MONTE CARLO SIMULATIONS

Fig. 4. Comparison of the estimated coefficients: Variance, bias, and MSE.

the homoscedastic error structure assumption of TLS and
STLS cannot be satisfied, and they show poor performance.
In contrast, the heteroscedastic error structure assumption and
the two-sided weighted scheme of the WTLS estimator can
guarantee low bias to a certain extent. Therefore, the WTLS
estimator is more accurate in terms of parameter estimation.

Combining the effects of the variance and bias, we notice
that the WTLS coefficient estimation has the lowest MSE. This
is attributed to the robust coefficient estimates of the WTLS
estimator that are not unduly affected by outliers or other
small departures from the model assumptions. In summary, the
WTLS estimator provides better coefficient estimations.

2) Error Analysis: To further investigate the performance
of image registration, we next evaluate the accuracy metrics
corresponding to registration errors, including the RMSE, the
SME, and the SV of the SME.

Figs. 5, 6, and 7 present the RMSE, the SME, and the
SV values collected from 10 000 Monte Carlo simulations at
intervals of 200, respectively. Fig. 8 shows the mean RSE for
each VP. The results of 10 000 Monte Carlo simulations are
summarized in Table III. The following can be observed.

From the results in Figs. 5 and 8, and the quantitative
statistical results in Table III, we observe that the RMSE and
mean RSE of the WTLS method are smaller than those of
the others. These differences illustrate large advantages of the
WTLS estimator in reducing the registration error. Thus, in

Fig. 5. RMSE in each Monte Carlo simulation.

Fig. 6. SME in each Monte Carlo simulation.

terms of registration accuracy, WTLS clearly outperforms the
unweighted LS, TLS, STLS, and one-sided weighted WLS
methods. Meanwhile, the accuracy values of the LS, TLS, and
STLS estimators are approximately equal to each other.

Fig. 6 and Table III show that the mean value of the SME
obtained with WTLS equals 1.0693 m, whereas the mean values
from using the other estimators are above 1.4 m. This suggests
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Fig. 7. SV of the SME in each Monte Carlo simulation.

Fig. 8. Mean RSE of each VP from 10 000 Monte Carlo simulations.

TABLE III
STATISTICAL RESULTS OF THE RMSE, THE SME, AND THE

SV FROM 10 000 MONTE CARLO SIMULATIONS

that the errors in the entire image via the WTLS method are
lower.

Clearly, the SV of the WTLS estimator in Fig. 7 and Table III
is smaller than those of the other estimators. It indicates that
the WTLS estimator produces errors that are more stable and
more evenly distributed than the error produced with the other
estimators. The spatial distribution of the registered errors using
the WTLS estimator is more uniform in the entire image.

The results in Figs. 5 and 6 illustrate that the WLS method
does not always perform better than the LS method if the
coordinates of the RCPs contain errors. Table III particularly
shows that the SV of the WLS method (0.9382 m2) is the

Fig. 9. Residual distribution map of one realization of the simulation experi-
ments. The magnitude and direction of the RVPs’ residuals are denoted by the
arrow length and the direction, respectively.

largest among these methods, indicating that the registration
errors of the WLS estimator are more widely spread apart and
less uniformly distributed over the entire registered image. The
one-sided weighted scheme, therefore, is not always effective
in improving the registration when both the coordinates of
the RCPs and the TCPs have noise of a different size. The
results reveal that the WLS estimator cannot provide a globally
uniform spatial pattern for image registration.

To further investigate the RCPs’ residuals’ distribution char-
acteristics, we now discuss one particular realization among the
Monte Carlo simulations. After the registration, the residuals
for each RVP are shown in Fig. 9. The black, pink, green, blue,
and red arrows represent the residuals obtained from the LS,
TLS, STLS, WLS, and WTLS estimators, respectively, with the
arrow length and the direction representing the magnitude and
direction of the RVP residuals, respectively.

To evaluate the differences in these residuals, for the mean
and variance of the residuals from estimators E1 and E2, we
have the following hypotheses:

H10 : meanE1
≥meanE2

vs H11 : meanE1

<meanE2
(19)

H20 : varianceE1
≥ varianceE2

vs H21 : varianceE1

< varianceE2
. (20)

Z-statistics and F -statistics are then computed for the afore-
mentioned two types of hypotheses as follows:

Z =
γE1

− γE2√
S2
E1

/nE1
+ S2

E2
/nE2

(21)

F =S2
E1

/S2
E2

(22)

where γ and S are the mean and standard deviation of the CPs’
residuals, respectively, and n is the number of CP pairs. Hence,
H10 holds if and only if Z ≥ −Zα/2(min(nE1

− 1, nE2
− 1)),

whereas H20 holds if and only if F ≤ Fα/2(nE1
− 1, nE2

−
1), where Zα/2(min(nE1

− 1, nE2
− 1)) and Fα/2(nE1

−
1, nE2

− 1) are given critical values. Since α = 0.05 and
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Fig. 10. RMSE of image registration with the increasing of maximal standard
deviations σδ,max and σε,max in the simulated image experiment.

nE1
= nE2

= 64, the critical values are Z0.025(63) = 1.671
and F0.025(63, 63) = 1.534, respectively. Under these condi-
tions, the hypotheses that the mean and variance of the residuals
from WTLS are smaller than those from the others are accepted
by comparing the quantitative Z-statistics and F -statistics with
the critical values. These support the assertion that the residuals
of WTLS are smaller and distributed more unevenly than those
obtained with other estimators.

3) Sensitivity Analysis: To assess the robustness of the reg-
istration using the method proposed in this paper, a sensitivity
analysis is further carried out by changing the predetermined
values of the maximal standard deviations σδ,max and σε,max

in simulations. With a different pair of σδ,max and σε,max,
the distribution of generating the random error added in CPs
is accordingly different from each other and, then, makes the
accuracy of the registration vary in size. By the aforemen-
tioned simulations, the effects of the uncertainties in the CPs’
measured coordinates on the stability of the registration with
different estimators can be investigated.

The plots of the mean RMSE during 10 000 Monte Carlo
simulations versus σδ,max and σε,max are then analyzed
in Fig. 10. Table IV presents the averages of the relative
change rates of the RMSE with the intervals Δσδ,max =
Δσε,max = 0.1. The result shows that the WTLS estimator
provides a lower and more stable RMSE than those from other
methods as the maximal standard deviations increase. In addi-
tion, it can be found that the WTLS-based registration method
is insensitive to the choice of the distribution of random errors
in CPs.

In summary, the WTLS estimator is more accurate and robust
than the other estimators for simulated image registration.
The LS and WLS estimators cannot effectively deal with the
errors existing in RCPs, whereas TLS and STLS obtain similar

TABLE IV
AVERAGES OF THE RELATIVE CHANGE RATES OF THE RMSE

WITH THE INTERVALS Δσδ,max = Δσε,max = 0.1

Fig. 11. Real remotely sensed image (data set A) for the registration and
distribution of 248 points from different types of remote sensors.

results with LS when heteroscedastic errors exist in the
measured CPs.

IV. EXPERIMENTS WITH REMOTELY SENSED IMAGES

Compared with simulated images, the geometric distortion
of remotely sensed images is more complex. For example,
feature points in images are often difficult to identify and match,
particularly in images with different spatial resolutions. The
geometric distortion may result in RCPs with different accuracy
values that consequently influence the accuracy obtained during
image registration. Furthermore, in practical applications, the
acquisition of an entire reference image for registration may
be difficult and costly. It might be more convenient to collect
pairs of CPs from multiple reference images than from a single
reference image. This may then lead to measurement errors in
the coordinates of CPs that are of different sizes; thus, the accu-
racy of CPs is different from each other. This section describes
the performance of the WTLS-based registration approach for
remotely sensed images.
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TABLE V
DESCRIPTION OF MULTIPLE REFERENCE IMAGES IN DATA SET A

A. Experiments Using Remotely Sensed Images

1) Image Description:
a) Data set A: We first analyze images from the Beijing-1

(BJ-1) small satellite. The BJ-1 small satellite, as one com-
ponent of the Disaster Monitoring Constellation, was put into
use in 2005 and has been widely used in China. It carries
two payloads that provide high-resolution (4 m) panchromatic
images alongside medium-resolution (32 m) three-band multi-
spectral images with an ultrawide 600-km imaging swath [38].
Its panchromatic imager is of the push-broom type. In order
to ensure true utility for its satellite data, geometric precise
rectification is a key component to deal with. Fig. 11 shows a
BJ-1 small satellite multispectral image acquired over Beijing,
China, on July 11, 2011. The size is 1460 × 1366 pixels. The
upper-left longitude and latitude coordinates of this image are
116◦1′51.03′′ E and 40◦0′39.87′′ N, respectively; and the lower-
right longitude and latitude coordinates are 116◦1′30.83′′ E and
39◦6′11.63′′ N, respectively. Less than 1/20 of this study area is
covered with mountains, and the elevation range of this area is
from 38 to 189 m. It indicates that this region is generally flat;
thus, it can be supposed that no distortion problems are caused
by terrain effects.

To match the area of the distorted image (see Fig. 11),
seven regions of reference images are obtained from multiple
sources, including four types of remotely sensed images, as
described in Table V. These reference images have different
spatial resolutions and overlap areas on the distorted image.
The cover areas of these images over the distorted image are
also shown in Fig. 11.

b) Data set B: The second data set contains remote sens-
ing images from Tianjin Port along the coast of the Bohai
Sea. This data set is used to investigate the performance of the
WTLS estimator. Tianjin Port is a major transport hub in the
thriving Chinese economy. With the rapid increase in import
and export throughput, land use at this trade port has dramati-
cally changed over the last five years. Since the change of land
use can influence sectors such as housing, infrastructure, and
development space, it is crucial to quickly monitor its changes.
Change detection techniques with remotely sensed images are
often used to monitor land-use changes over a period of time.
There is, however, a recurrent distortion between remote sens-
ing images from different phases that may affect the drawing
of correct conclusions. Hence, before carrying out a change
detection analysis, geometric registration must be implemented.

Fig. 12. Real remotely sensed images (data set B) for the registration and
distribution of points from different types of remote sensors. (a) Image I (date:
November 25, 2010). (b) Image II (date: May 15, 2011).

TABLE VI
DESCRIPTION OF MULTIPLE REFERENCE IMAGES IN DATA SET B

In particular, an absolute registration of multiple images by
geometric correction in the same geographic coordinate system
is important for monitoring a change trend over a long period.

In this experiment, two BJ-1 multispectral images with
three channels acquired over a same area in Tianjin Port on
November 25, 2010 and May 15, 2011 are taken as uncorrected
remotely sensed data (see Fig. 12). The sizes of the images
are 1975 × 2017 and 1941 × 1950 pixels, respectively. For
the absolute registration, five precise geocorrected images and
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Fig. 13. Distribution of the selected TCPs and TVPs in the real remotely
sensed image experiment (data set A). The numbers near the labels represent
their region ID.

a series of observed points obtained by GPS precise point
positioning are taken as reference data (see Table VI). The
reference data of the ETM, TM 5, and TM 8 images can cover
the whole distorted image. The GPS observed points in this
experiment can be uniformly distributed over the uncorrected
data. The cover area of the Système Probatoire d’Observation
de la Terre 5 (SPOT 5) image is located in the lower-right corner
of the distorted image, whereas the Zi Yuan 3 (ZY 3) image is
located in the opposite direction (see Fig. 12). Note that the
study area of this data set lies on the coast of the Bohai Sea.
Hence, no terrain distortion is considered as the land flattens
out near the coast.

2) Image Registration With IRTLS: Similar to the simula-
tion study, the registration of remotely sensed images mainly
comprises the following four steps.

a) Model selection: An appropriate model should be se-
lected first. Considering the relative flatness in the study area
and the deformation characteristics in Figs. 11 and 12, we adopt
a second-order EIV model to correct the geometric deformation
of the distorted images.

b) CPs’ collection and weight determination: Point pairs
are collected in the multiple reference images and the distorted
image. In Figs. 11 and 12, the point pairs with their types of
satellites are also shown. The accuracy of each of these points
is unequal to each other, and their relative importance for regis-
tration is accordingly different and weighted. In the simulation
experiments, the differences in the accuracy of the RCPs and
that of the TCPs are known. In this remotely sensed image
experiment, however, they cannot be available or accurate even
if available. Thus, the appropriate variance values σ2

ε and σ2
δ ,

and the exact weights are unknown. The estimated weights
for WTLS should be then used. Consequently, a method for
adaptively optimizing and determining weights in the WTLS
estimator is developed to guarantee its practicability.

Iteratively reweighted LS (IRLS) is used to determine the
weights for the WLS estimator [39]–[41]. It adaptively esti-
mates the weights of a response variable and thus obtains an
accurate regression result. We generalize this concept to the
WTLS estimator for determining both the weights of response
variables and those of the explanatory variables.

In the initialization step, identical weights are set to each
pair of CPs to perform WTLS. In the update step, similar to
the optimization in IRLS, a reweighting scheme for both the
explanatory and response variables is designed to estimate the
weights. Its core idea is that squared residual regression is
resorted to estimate the weights for the next step after extracting
the residuals of the coordinates of the RCPs and the TCPs. First,
the squared residuals ε̃2 and δ̃2 in the TCPs and the RCPs are
computed. The actual unknown squared errors ε2 and δ2 are
then estimated by regressing ε̃2 and δ̃2 using LS. After that,
the estimated values of squared errors ε̂2 and δ̂2 are used to
fit variances σ̂2

ε = 1/ε̂2 and σ̂2
δ = 1/δ̂2. These fitted values are

further used to replace the unknown variances σ2
ε and σ2

δ . Then,
the estimated weights are updated with{

ŵε = σ2
0/σ̂

2
ε

ŵδ = σ2
0/σ̂

2
δ

(23)

and used in the next iteration step. This is repeated until
convergence is reached, which usually happens after only a few
iterations. Note that the weights for the RCPs and the TCPs
are adaptively recomputed by this iterative scheme in which
each step involves solving a WTLS problem. As an approach to
deal with the heteroscedasticity in the EIV model, we call this
algorithm the IRTLS. A detailed description of the iteratively
reweighted scheme can be found in [40] and [41].

c) Model estimation and image registration: The LS,
IRLS, and IRTLS approaches are used to estimate the parame-
ters of a second-order EIV model. To do so, 20 iterations are run
in the loop of the IRTLS algorithm. Based on the estimations
by this approach, resampling technologies are employed to
perform image registration.

d) Accuracy assessment: The statistical evaluation of the
registration is generalized based on VPs. For the accuracy
assessment metrics in the simulation experiment, the prereq-
uisite is the availability of the true values of coefficients β =
(βx,βy) or the true coordinates G = (Gx, Gy) of the RVPs.
For remotely sensed images, however, such prior information is
unknown. The observed coordinates g = (gx, gy) of the RCPs
are commonly used to replace true coordinates G = (Gx, Gy)
to obtain the RMSE. That is, the RSE of each VP in (12) is
calculated as

RSE =

√
˜̂
δ
2

x +
˜̂
δ
2

y

=

√
(ĝx − G̃x)2 + (ĝy − G̃y)2

=
√

(ĝx − gx)2 + (ĝy − gy)2. (24)

Nevertheless, the objective of the LS estimator is to minimize
the sum of the squares of residual errors, which is consistent
with the minimization of the RMSE using (24). Therefore, if
the differences between the observed coordinates g = (gx, gy)
and the true coordinates G = (Gx, Gy), i.e.,

Difference(g,G)=
√
δ2x+δ2y

=
√

(gx−Gx)2 + (gy −Gy)2 (25)

are insufficiently small, the approximation in (24) for comput-
ing the RMSE cannot be justified to compare the accuracy of
LS with that of the other methods.
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TABLE VII
RESULTS OF THE COEFFICIENT ESTIMATION, THE RMSE, AND THE SV FROM THE EXPERIMENT WITH DATA SET A

Fig. 14. Distribution of the selected TCPs and TVPs in the real remotely
sensed image experiment (data set B). (a) Image I (date: November 25, 2010).
(b) Image II (date: May 15, 2011).

To overcome this problem, we selected 98 pairs of VPs from
the 248 pairs of points for data set A. The residuals of these
VPs are requested to be less than one pixel. The remaining
150 pairs of points are employed as CPs for estimations. That
is, among the 248 pairs of points, the more accurate points are
employed as VPs, the less accurate points are used to calculate
the parameters of models. The distributions of the RCPs and
the RVPs are shown in Fig. 13. Following similar principles
and procedures, we selected 163 pairs of CPs and 83 pairs of
VPs for the experiment with Image I in data set B. We collected

Fig. 15. RMSE of image registration for the LS, IRLS, and IRTLS estimators
with the increase in CPs’ number in the real remotely sensed image experiment.

Fig. 16. SV of image registration for the LS, IRLS, and IRTLS estimators with
the increase in CPs’ number in the real remotely sensed image experiment.

158 pairs of CPs and 88 pairs of VPs for Image II. Fig. 14
presents the distributions of different sources’ TCPs and TVPs
on the distorted images.

B. Results of Remotely Sensed Image Experiment

1) Data Set A: The estimates from the IRTLS method the-
oretically converge to true values as the number of samples n
tends to infinity. Hence, this paper first demonstrates the effect
of the number of CPs and compares the performance of the
LS, TLS, STLS, IRLS, and IRTLS approaches with different
numbers of CPs.
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TABLE VIII
RESULTS OF THE COEFFICIENT ESTIMATION, THE RMSE, AND THE SV FROM THE EXPERIMENT WITH DATA SET B

Fig. 17. Corrected image using the IRTLS approach for the experiment with
data set A.

Figs. 15 and 16 compare the RMSE and SV of these different
approaches with different numbers of CPs. These figures show
that an increase in the number of CPs has a positive effect
on the registration accuracy to a varying degree. For IRTLS,
the changes in the RMSE and the SV from 10 to 80 CPs are
equal to 160.2131 m and 288.3127 m2, respectively, whereas
the improvement in the RMSE and the SV from 80 to 150 CPs
only equals 7.6 m and 2.1032 m2, respectively. Furthermore, the
IRTLS method is more effective under a large-sample theory.
As shown in Figs. 15 and 16, the results of IRTLS are poor
when the quantity of CPs is below 40. The RMSE and SV of
the IRTLS estimator, however, fall at a fast rate as the number
of CPs increases. Higher accuracy of IRTLS will be more
pronounced as the quantity of CPs increases. When the quantity
of CPs is larger than 40, IRTLS performs better than the other
estimators in terms of the RMSE and the SV. More samples
would be needed to guarantee its consistency. We conclude that
the number of CPs affects registration accuracy and that it is
important to only use IRTLS with a sufficiently large number of
CPs. Clear dominance of this estimator over others is apparent
for a large number of CPs. Other estimators cannot estimate the

Fig. 18. Residual distribution map for the experiment with data set A. The
magnitude and direction of the RVPs’ residuals are denoted by the arrow length
and the direction, respectively.

model parameters at high precision since they heavily rely on
assumptions that cannot be met in this application.

Subsequently, the results of using 150 CPs are presented to
further evaluate the methods. Table VII shows the results for
the registration. In a noisy environment, there are decreases
of 26.34% and 22.97% in the RMSE values and decreases
of 77.37% and 63.99% in the SV values when comparing
IRTLS with LS and IRLS, respectively. It is concluded from
Table VII that the errors in the RCPs would partly result in the
inaccurate estimation of coefficients in LS and IRLS that only
consider random errors in the coordinates of the TCPs without
RCPs. The accuracy in the coefficient estimation of IRTLS is
more pronounced. Fig. 17 presents the final corrected image
using IRTLS with nearest neighbor resampling. The coordinate
systems is World Geodetic Survey 1984, and the map projection
is the Universal Transverse Mercator projection.

Fig. 18 shows the distribution of the residuals of the RVPs.
Based on Fig. 18, hypothesis tests between the IRTLS estimator
and the other estimators support the claim that the residuals
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Fig. 19. Corrected images using the IRTLS approach for the experiment with
data set B. (a) Image I (date: November 25, 2010). (b) Image II (date: May
15, 2011).

from IRTLS are smaller and are more evenly distributed than
the other two methods. That is, the residual errors throughout
the entire registered images are more homogeneous with the
IRTLS method. The effect of the residuals on subsequent
operations such as multisource data fusion and change detection
can be reduced.

2) Data Set B: The registration process of data set B is
similar to that of data set A. Comparative results are also
presented with this data set. Table VIII shows the results of the
registrations and specifies that there are decreases of 14.8534%
(Image I) and 19.7299% (Image II) in the RMSE by comparing
IRTLS with IRLS and decreases of 22.6946% (Image I) and
28.3495% (Image II) in the RMSE by comparing IRTLS with
LS. Meanwhile, IRTLS obtains lower SV values on this data
set, which suggests that the registration errors contained in
the corrected image (see Fig. 19) using the IRTLS estimator
are more likely to follow a uniform distribution, i.e., residuals
are more homogeneous when applying IRTLS throughout the
entire registration period of the images. Consequently, less error
will propagate to the results of change detection between the

two images, and a more accurate land-use change of the area is
monitored over the study period.

C. Discussions

In this experiment, the proposed IRTLS method was vali-
dated as a reliable registration method for remotely sensed im-
ages. The cause is that the error structure in the IRTLS method
relaxes into a heteroscedastic pattern. Based on this, two-sided
weights can be used to describe the varying importance of RCPs
and TCPs that are of different accuracy.

We note that the spatial resolution of an uncorrected image
equals 32 m, whereas the spatial resolution of the reference
images varies from 0.5 to 15 m. When manually collecting
CPs, the locations of RCPs corresponding to TCPs are dif-
ficult to accurately determine owing to the different resolu-
tions between the distorted images and the reference images.
Therefore, positioning errors are still introduced even under
the assumption that all correspondences are correct (i.e., no
mismatch is considered), which will influence the registration
results to a certain degree. Then, the errors in the residuals of
the RCPs might propagate from the positioning errors to the
entire registered images. If the scales of the spatial resolution
are similar, it is relatively convenient to accurately locate pairs
of CPs from distorted images and reference images. If the
difference of spatial resolutions is large, however, it is relatively
difficult to accurately fix the positions of RCPs from reference
images. Such positioning errors would reduce the accuracy
of model estimation. The two-sided weighted scheme in our
IRTLS method partly reduces the effect of CPs’ positioning
errors. Positioning errors from multiscale reference images are
worthy to be further investigated, particularly their influences
on the registration results and the analysis on how robust our
approach is to mismatches. In addition, at this stage, it is un-
known whether the techniques can be expanded to other types
of images, such as high-resolution images, oblique images, or
SAR images. We plan to do further research on these data sets
in the future.

It was assumed that all CPs are independently collected in the
experiments. Because of spatial autocorrelation in the remotely
sensed imagery, however, covariance and weight matrices differ
from diagonal matrices. Therefore, a general IRTLS method to
handle CPs with spatial autocorrelation needs to be developed
in the near future.

V. CONCLUSION

This paper has introduced the EIV-model-based IRTLS esti-
mator into image registration for RCPs and TCPs of which the
coordinates contain heteroscedastic errors. By comparing the
variance, bias, and MSE of the coefficient estimations obtained
from Monte Carlo simulations, this paper has demonstrated that
the coefficient estimates obtained by the WTLS-based estimator
were more accurate and robust than those obtained by the LS,
WLS, TLS, and STLS estimators if both the coordinates of
RCPs and TCPs contain errors of different sizes. The regis-
tration errors from the WTLS-based estimation were lower in
magnitude and more uniform in distribution, as expressed by
the RMSE, the SME, and the SV. By employing a novel adap-
tive weight determination scheme, a reliable registration for
remotely sensed images was achieved. The quantity of CPs was
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validated as a critical factor that affects the use of the estimator
in registration applications. The results showed that, for a large
number of CPs, the proposed IRTLS method has a superior
performance over the general methods in terms of registration
accuracy and residual uniformity. With these attributes, the
IRTLS method is considered an effective and reliable technique
for image registration when the coordinates of RCPs and TCPs
contain heteroscedastic errors. Therefore, it is recommended
that our presented approach is further expanded and used in
the registration of remotely sensed imagery in order to obtain
higher accuracy and greater reliability.

ACKNOWLEDGMENT

The authors would like to thank the four anonymous review-
ers for their constructive comments that have helped improve
this paper.

REFERENCES

[1] T. Toutin, “Review article: Geometric processing of remote sensing im-
ages: Models, algorithms and methods,” Int. J. Remote Sens., vol. 25,
no. 10, pp. 1893–1924, 2004.

[2] B. Zitov and J. Flusser, “Image registration methods: A survey,” Image
Vis. Comput., vol. 21, no. 11, pp. 977–1000, Oct. 2003.

[3] R. S. Lunetta, R. G. Congalton, L. R. Fenstermaker, K. C. McGwire,
and L. R. Tinney, “Remote sensing and geographic information system
data integration: Error sources and research issues,” Photogramm. Eng.
Remote Sens., vol. 57, no. 6, pp. 677–687, Jun. 1991.

[4] Y. Ge, Y. Leung, J. H. Ma, and J. F. Wang, “Modeling for registration
of remotely sensed imagery when reference control points contain error,”
Sci. China Series D-Earth Sci., vol. 49, no. 7, pp. 739–746, 2006.

[5] S. Van Shuffle and J. Vandewalle, The Total Least Squares Problem: Com-
putational Aspects and Analysis. Philadelphia, PA, USA: SIAM, 1991.

[6] S. Van Huffel, Ed., Recent Advances in Total Least Squares Techniques and
Errors-in-Variables Modeling. Philadelphia, PA, USA: SIAM, 1997.

[7] S. Van Huffel and P. Lemmerling, Eds., Total Least Squares and Errors-in-
Variables Modeling: Analysis, Algorithms and Applications. Dordrecht,
The Netherlands: Kluwer, 2002.

[8] I. Markovsky and S. Van Huffel, “Overview of total least squares meth-
ods,” J. Signal Process, vol. 87, no. 10, pp. 2283–2302, Oct. 2007.

[9] B. Matei and P. Meer, “Estimation of nonlinear errors-in-variables mod-
els for computer vision applications,” IEEE Trans. Pattern Anal. Mach.
Intell., vol. 28, no. 10, pp. 1537–1552, Oct. 2006.

[10] C. C. Paige and Z. Strakoš, “Scaled total least squares fundamentals,”
Numer. Math., vol. 91, no. 1, pp. 117–146, Mar. 2002.

[11] Y. Ge, T. J. Wu, J. H. Wang, J. H. Ma, and Y. Y. Du, “Scaled total-least-
squares-based registration for optical remote sensing imagery,” Earth Sci.
Informat., vol. 5, no. 3/4, pp. 137–152, Dec. 2012.

[12] M. A. Fischler and R. C. Bolles, “Random sample consensus: A paradigm
for model fitting with applications to image analysis and automated car-
tography,” Commun. ACM, vol. 24, no. 6, pp. 381–395, Jun. 1981.

[13] R. Raguram, J.-M. Frahm, and M. Pollefeys, “A comparative analysis
of RANSAC techniques leading to adaptive real-time random sample
consensus,” in Proc. 10th Eur. Conf. Comput. Vis., 2008, pp. 500–513.

[14] S. Mittal, S. Anand, and P. Meer, “Generalized projection-based m-
estimator,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 34, no. 12,
pp. 2351–2364, Dec. 2012.

[15] I. Markovsky, M. L. Rastello, A. Premoli, A. Kukush, and S. Van Huffel,
“The element-wise weighted total least squares problem,” Comput. Statist.
Data Anal., vol. 51, no. 1, pp. 181–209, Jan. 2005.

[16] A. Kukush and S. Van Huffel, “Consistency of elementwise-weighted
total least squares estimator in a multi-variate errors-in-variables model
AX = B,” Metrika, vol. 59, no. 1, pp. 75–97, Feb. 2004.

[17] S. Chatterjee and M. Machler, “Robust regression: A weighted least
squares approach,” Commun. Statist.-Theory Methods, vol. 26, no. 6,
pp. 1381–1394, 1997.

[18] M. L. Rastello and A. Premoli, “Least squares problems with element-
wise weighting,” Metrologia, vol. 43, no. 4, pp. S260–S269, 2006.

[19] M. Schuermans, I. Markovsky, and S. Van Huffel, “An adapted version
of the element-wise weighted total least squares method for applications

in chemometrics,” Chemometr. Intell. Lab., vol. 85, no. 1, pp. 40–46,
Jan. 2007.

[20] G. Plett, “Recursive approximate weighted total least squares estimation
of battery cell total capacity,” J. Power Sources, vol. 196, no. 4, pp. 2319–
2331, Feb. 2011.

[21] V. Mahboub, “On weighted total least-squares for geodetic transforma-
tions,” J. Geodesy, vol. 86, no. 5, pp. 359–367, May. 2012.

[22] J. R. Jensen, Introductory Digital Image Processing: A Remote Sensing
Perspective. Englewood Cliffs, NJ, USA: Prentice-Hall, 1996.

[23] J. A. Richards and X. P. Jia, Remote Sensing Digital Image Analysis: An
Introduction. Berlin, Germany: Springer-Verlag, 1999.

[24] F. H. Evans, “Statistical methods in remote sensing,” in Proc. 3rd
Nat. Earth Resource Assess. Workshop, Brisbane, QLD, Australia, 1998,
pp. 1–26.

[25] T. Wansbeek and E. Meijer, Measurement Error and Latent Variables in
Econometrics. Amsterdam, The Netherlands: Elsevier, 2000.

[26] P. Lancaster and M. Tismenetsky, The Theory of Matrices With Applica-
tions. San Diego, CA, USA: Academic, 1985.

[27] P. M. J. Robert, “Theory and applications of weighted least squares sur-
face matching for accurate spatial data registration,” Ph.D. dissertation,
School. Eng., Newcastle University, Callaghan, NSW, Australia, 2004.

[28] Y. H. Liu, H. Zhou, X. Su, M. Ni, and R. J. Lloyd, “Transforming least
squares to weighted least squares for accurate range image registration,”
in Proc. 3DPVET , 2006, pp. 232–239.

[29] N. M. Faber and B. R. Kowalski, “Propagation of measurement errors for
the validation of predictions obtained by principal component regression
and partial least squares,” J. Chemometr., vol. 11, no. 3, pp. 181–238,
May 1997.

[30] J. W. Gillard, “An historical overview of linear regression with errors in
both variables,” Math. School, Cardiff Univ., Wales, U.K., Tech. Rep.,
2006.

[31] I. Markovsky, J. C. Willems, B. De Moor, and S. Van Huffel, Exact
and Approximate Modeling of Linear Systems: A Behavioral Approach.
Philadelphia, PA, USA: SIAM, 2006.

[32] B. Schaffrin and A. Wieser, “On weighted total least squares adjustment
for linear regression,” J. Geodesy, vol. 82, no. 7, pp. 415–421, Jul. 2008.

[33] A. Amiri-Simkooei and S. Jazaeri, “Weighted total least squares formu-
lated by standard least squares theory,” J. Geodetic Sci., vol. 2, no. 2,
pp. 113–124, 2012.

[34] C. A. Glasbey and K. V. Mardia, “A review of image-warping methods,”
J. Appl. Statist., vol. 25, no. 2, pp. 155–171, 1998.

[35] J. J. de Gruijter, D. J. Brus, M. F. P. Bierkens, and M. Knotters, Sampling
for Natural Resource Monitoring. Berlin, Germany: Springer-Verlag,
2006.

[36] J. H. Wang, Y. Ge, B. M. G. Heuvelink, C. H. Zhou, and D. Brus,
“Effect of the sampling design of ground control points on the geometric
correction of remotely sensed imagery,” Int. J. Appl. Earth Obs., vol. 18,
no. 4, pp. 91–100, Aug. 2012.

[37] I. Manno, Introduction to the Monte Carlo Method. Budapest, Hungary:
Akadémiai Kiadó, 1999.

[38] Q. X. Tong, “Beijing-1 small satellite system & its application,” Beijing
Land view Mapping Information Technology Co. Ltd. (BLMIIT), Beijing,
China, Tech. Rep. TR-200, Feb. 10, 2011.

[39] P. J. Huber, Robust Statistics. New York, NY, USA: Wiley, 1981.
[40] P. W. Holland and R. E. Welsch, “Robust regression using iteratively

reweighted least-squares,” Commun. Statist.-Theory Methods, vol. A6,
no. 9, pp. 813–827, 1977.

[41] J. O. Street, R. J. Carroll, and D. Ruppert, “A note on computing robust re-
gression estimates via iteratively reweighted least squares,” Amer. Statist.,
vol. 42, no. 2, pp. 152–154, 1988.

Tianjun Wu received the B.S. degree in mathemat-
ics and information science and the M.S. degree in
statistics from Chang’an University, Xi’an, China, in
2009 and 2012, respectively. He is currently work-
ing toward the Ph.D. degree in cartography and
geographical information system in the State Key
Laboratory of Remote Sensing Sciences, Institute of
Remote Sensing and Digital Earth (RADI), Chinese
Academy of Sciences (CAS), Beijing, China.

In 2011, he was a Research Assistant with the
State Key Laboratory of Resources and Environ-

mental Information System, Institute of Geographical Sciences and Natural
Resources Research, CAS. His research interests include remote sensing
information processing and analysis, high-performance geocomputation, and
statistical analysis of spatial data.



116 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 53, NO. 1, JANUARY 2015

Yong Ge (M’14) received the Ph.D. degree in car-
tography and geographical information system from
the Chinese Academy of Sciences (CAS), Beijing,
China, in 2001.

She is a Professor with the State Key Laboratory
of Resources and Environmental Information Sys-
tem, Institute of Geographical Sciences and Natu-
ral Resources Research, CAS. Her research activity
focuses on spatial data analysis and data quality
assessment. She has directed research in more than
ten national projects. She is the author or coauthor

of over 80 scientific papers published in refereed journals, one book, and six
chapters in books; she is the editor of one book, and she holds three granted
patents in the issue of improving the accuracy of information extraction from
remotely sensed imagery.

Dr. Ge has been involved in the organization of several international con-
ferences and workshops. She is a member of the Theory and Methodology
Committee of the Cartography and Geographic Information Society, the In-
ternational Association of Mathematical Geosciences, and the Editorial Board
of Spatial Statistics (Elsevier).

Jianghao Wang received the B.S. degree in geo-
graphical information system from Hohai University,
Nanjing, China, in 2007 and the M.S. degree in car-
tography and geographical information system from
the University of Chinese Academy of Sciences,
Beijing, China, in 2010. He is currently working
toward the Ph.D. degree in the State Key Laboratory
of Resources and Environmental Information Sys-
tem, Institute of Geographical Sciences and Natural
Resources Research, Chinese Academy of Sciences,
Beijing.

His current research interests include spatiotemporal geostatistics and envi-
ronmental remote sensing.

Alfred Stein received the M.Sc. degree in mathe-
matics and information science, with a specialization
in applied statistics, from the Eindhoven University
of Technology, Eindhoven, The Netherlands, and the
Ph.D. degree in spatial statistics from Wageningen
University, Wageningen, The Netherlands.

He is a Professor of spatial statistics and image
analysis with the Faculty of Geo-Information Sci-
ence and Earth Observation (ITC), University of
Twente, Enschede, The Netherlands. In 2000, he was
appointed a Professor at the Chair of Mathematical

and Statistical Models with Wageningen University, and in 2002, he became
a Professor with the new Department of Earth Observation Science, ITC,
University of Twente, where he headed the department for more than ten years.
In 2008, he became the Vice-Rector Research of the institute, which is a
position that he had for four years. This was followed in 2012 by a position
as the Portfolio Holder for Education of the management team of the faculty.
Since 1998, he has been working with more than 30 Ph.D. students on a range
of spatial (and temporal) statistical topics. At present, 11 Ph.D. students are
working under his supervision. His research interests focus on the statistical
aspects of spatial and spatiotemporal data, such as monitoring data, in the
widest sense; optimal sampling; image analysis; spatial statistics; the use of
prior information; but also issues of data quality, fuzzy techniques, and random
sets in a Bayesian setting.

Dr. Stein is a member of the Socio-Economic and Natural Sciences of the
Environment (SENSE) Research School. Since 2011, he has been the Editor-
in-Chief of the Spatial Statistics journal, which is the new leading platform in
the field of spatial statistics. It publishes articles at the highest scientific level
concerning important and timely developments in the theory and applications
of spatial and spatiotemporal statistics. He is an Associate Editor of the
International Journal of Applied Geoinformation and Earth Observation.

Yongze Song received the Bachelor of Engineer-
ing in surveying and mapping engineering from the
China University of Geosciences, Beijing, China, in
2012. He is currently working toward the M.S. de-
gree in surveying and mapping science and technol-
ogy at the China University of Geosciences, and is a
Joint Cultivation Postgraduate in the Institute of Ge-
ographic Sciences and Natural Resources Research,
Chinese Academy of Sciences, Beijing, China.

His main research interests include applying re-
mote sensing products on geostatistics issues utiliz-

ing geographic-information-system methods or models.

Yunyan Du received the B.S degree in cartogra-
phy from Wuhan Technical University of Surveying
and Mapping, Wuhan, China, in 1994 and the M.S.
and Ph.D. degrees in geographic information system
from the Chinese Academy of Sciences, Beijing,
China, in 1997 and 2001, respectively.

She is currently an Associate Professor with the
State Key Laboratory of Resource and Environ-
mental Information System, Institute of Geographic
Sciences and Natural Resources Research, Chinese
Academy of Sciences. Her main research activity is

in the area of remote sensing and tempo–spatial modeling. In particular, her
interests are related to the interprinciple study on case-based reasoning, remote
sensing information extraction, and spatial analysis. She conducts research
on these topics within the frameworks of several national and international
projects.

Dr. Du is a Referee for Deep Sea Research II, Environment and Urban
Planning, PLUS One, and the Journal of Geographical Science. She was the
recipient of the Second National Advanced Prize of Science and Technology.

Jianghong Ma received the B.S. degree in mathe-
matics from Baoji Teachers College, Beijing, China,
in 1982; the M.S. degree in applied mathematics
from Northwestern Polytechnical University, Xi’an,
China, in 1988; and the and Ph.D. degree in applied
mathematics from Xi’an Jiaotong University, Xi’an,
China, in 2001.

He is currently a Professor of applied mathematics
and statistics with and the Head of the Department
of Mathematics and Information Science, Chang’an
University, Xi’an, China. He is the author of three

textbooks on probability and statistics and of about 60 articles in professional
journals and book chapters. His areas of specialization include statistical
analysis, uncertainty analysis, information fusion, data mining, and pattern
recognition. In particular, his interests are related to measurement error models
in geographic information systems, spatial data analysis, and machine learning.

He is a Referee for the IEEE TRANSACTIONS ON NEURAL NETWORKS

AND LEARNING SYSTEMS, the International Journal of Geographical Infor-
mation Science, Information Sciences, Science China Information Sciences, and
the Chinese Journal of Computers.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


